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ABSTRACT  

Fake favorable feedback is a big obstacle for customers to get better 

experiences on shopping websites. As far as we know, the effects 

of fake favorable feedback on natural language processing models 

have not been reported. To investigate the distraction of fake 

feedback, this paper developed a method to resolute fake feedback 

(RFF). The proposed RFF first analyzes the tokenizes of feedback, 

and then several short texts are generated to replace some long texts. 

Experimental results on the raw data and processed data show the 

effectiveness of our proposal. 
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1 Introduction 

E-commerce carries considerable weight in the global retail 

framework. Global e-retail sales reach 4.2 trillion U.S. dollars in 

2020[1]. China has the largest digital buyer population in the 

world. Its e-commerce sales surpassed the combined total of 

Europe and the United States[2]. Customers are likely to share 

their experience with a product or service in the form of customer 

feedback, including the price and quality of goods, shopping 

experience. This feedback is of great importance for consumers, 

retailers, e-commerce platforms, and manufacturers.  

Sentiment analysis is widely applied to customer feedback to 

identify, extract, quantify, and study affective states (such as 

negative, moderate, positive). Consumers, retailers, e-commerce 

platforms, and manufacturers use this valuable information to 

make better decisions. A significant percentage of consumers 

regularly check out ratings and feedback of the product they want 

to buy. 

Various approaches for sentiment analysis have been 

developed[3-5]. Harnessing the power of deep learning, some 

research leverages deep learning to sentiment analysis and 

achieves much better results recently. There are two most well-

known models, BERT (Bidirectional Encoder Representations 

from Transformers) [6] and GPT-3[7] (Generative Pre-trained 

Transformer 3). GPT-3 contains 175 billion tunable parameters. 

Running it consumes large amounts of memory and compute 

resources[8]. For this reason, we leverage BERT for sentiment 

analysis in this paper. More specifically, we applied the existing 

pre-trained BERT model that can be fine-tuned with one 

additional output layer to create a new model for our sentiment 

analysis. 

A high-quality dataset plays an important role in training the 

model. Usually, customer feedback as the training dataset is 

collected from e-commerce websites. However, such a dataset 

existing plenty of fake feedback, especially favorable feedback. A 

product is more likely to show up in the search results if it gets a 

higher score with more positive feedback. Naturally, the product 

is more likely to be purchased. Merchants make more profits. 

Therefore, merchants have a strong motivation to encourage 

consumers to leave favorable customer feedback. Incentives 

include coupons, red packets, cashback. The feedback is usually 

provided by the merchants and then simply copied and left by the 

consumers. Even worse, some merchants employ the services of a 

click farm. These measures make positive feedback be flooded 

with fake favorable feedback.  

To dispel the effects of fake favorable feedback, we firstly 

investigate the effects of padding size on the accuracy of our 

proposed model using the raw dataset. We notice that an obvious 

feature of fake favorable feedback is long texts. Based on this 

finding, we drop some fake favorable feedback and create some 

positive feedback with short texts to replace them. With the new 

processed dataset, we compare the performance of our model on 

the raw dataset and the processed data. The result shows that 

dropping favorable feedback indeed improves the accuracy of our 

model and meanwhile consumer less computing resources.  

This paper is organized as follows. Section 2 summarizes the 

main related work. The proposed model is presented in Section 3. 

Experimental results and their analyses are given in Section 4. 

Finally, Section 5 concludes this work. 

2 Related Work 

Existing approaches to sentiment analysis can be classified into 

two basic categories from a technical point of view: lexicon-based 

techniques and machine learning approaches[3]. The lexicon-based 

methods run fast, but with relatively low accuracy. Machine 

learning approaches achieve higher accuracy but require a huge 

dataset to train the model. OpenAI recently published GPT-3[7]. It 

is regarded as the world's most sophisticated natural language 

technology at present. GPT-3 has 175 billion parameters. It is 

trained with 499 billion tokens. To avoid large-scale parameter 

learning for each task, a wide range of pre-trained models have 

been developed[9]. Once a model is pre-trained, it can be shared to 

save a lot of memory and computational power. One of the latest 

milestones in this development is the release of BERT[6] by 

Google. It is a transformer-based architecture that uses a self-
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Figure 1: The graphical diagram of the proposed RFF model. 

attention mechanism. BERT makes full use of both left and right 

contexts in all layers. It consists of two phases, pre-training 

followed by supervised task-specific fine-tuning. For this reason, 

we leverage the BERT pre-trained model for our task in this 

paper.  

Most research on sentiment analysis focuses on English 

language. It is still not mature for Chinese language[10]. The 

biggest difference between them is no space between words in 

Chinese language. The granularity levels in Chinese sentiment 

analysis could even be character level. In [11], the authors 

conduct experiments to show that character-based models 

consistently outperform word-based models. This is because the 

sparse distribution of Chinese words is likely to result in 

overfitting. For this reason, we carry out character-level sentiment 

analysis for customer feedback.  

Some research has been conducted on Chinese sentiment 

analysis on feedback[12-16]. Most of them are based on the BERT 

model. However, they did not consider fake feedback. In this 

paper, we investigate the effects of fake favorable feedback. 

3 The Proposed RFF  

This section illustrates the proposed model (RFF) to resolute 

fake feedback for Chinese sentiment analysis. The diagram of 

RFF is depicted in Figure 1. Firstly, we acquire customer 

feedback from a Chinese e-commerce website, hereafter 

referred to as "Raw data". To eliminate the effects of fake 

favorable feedback, we create a new dataset, hereafter referred 

to as "Processed data", in which some of the fake favorable 

feedback are replaced with some short favorable feedback 

generated automatically. Each dataset is divided into three 

parts, train, validation, and test data. Secondly, we process 

feedback text into vectors as the input for the BERT model. 

 
1 https://huggingface.co/bert-base-chinese 

Thirdly, we leverage the existing pre-trained BERT model, 

BERT-Base-Chinese1 for our task.  

We add a linear regression layer to model the relationship 

between feedback and score. To further investigate the 

performance of our model, we categorize customer feedback into 

negative, moderate, and positive feedback. Finally, we evaluate 

the performance of our proposed method.  

3.1 Dropping Fake Favorable Feedback  

To make more profit, merchants have a strong motivation to 

encourage consumers to leave favorable feedback. Incentives 

include coupons, red packets, cashback. The feedback is 

usually provided by the merchants and then simply copied and 

left by the consumers. Even worse, some merchants employ 

the services of a click farm. Therefore, the positive feedback 

in the raw dataset contains an abundance of fake favorable 

feedback. It causes the model trained inaccurately. We notice 

that most of the real feedback is short texts. Therefore, we drop 

some fake favorable feedback and add the positive feedback 

with short texts to the dataset.  

The way we create favorable feedback with short texts is as 

follows. Firstly, we summarize the features that consumers focus 

on by analyzing customer feedback. For instance, consumers 

evaluate milk products from the following aspects: taste, smell, 

price, manufacture date, package, and speed of delivery. 

Secondly, we have adjectives to describe the above features. 

Taking the feature 'taste' as an example, the adjectives would be 

good, nice, not bad, delicious, etc. Thirdly, we have adverbs to 

qualify the adjectives, such as very, greatly. Finally, with the 

summarized nouns, adjectives, and adverbs, we permutate over 

(nouns, adverbs, adjectives) and combinate the generated short 

sentences. We use the created favorable feedback to replace fake 



 

 

favorable feedback partly in raw data. Thus, we have a new 

dataset, referred to "Processed data" in the following sections.  

3.2 Text Vectorization  

We convert our data to tensors as an input format for BERT. 

Firstly, we break a feedback text into a list of tokens. Secondly, 

it can build a dictionary from all customer feedback and assign 

a vocabulary ID to each token. With the dictionary, we convert 

tokens into ids. Thirdly, to ensure the same length of input 

vectors, we truncate the list of vocabulary indices if the length 

of tokens is greater than the assigned padding size, or fill up 

with MASK vice versa. Finally, the input embedding is the 

sum of the token embeddings, the segment embeddings, and 

the position embeddings. The input representation is passed to 

BERT’s attention layer. 

3.3 Model Training 

BERT model contains two key components, pre-trained BERT 

model and fine-tuning BERT model. There are many variants 

of pre-trained model. We use bert-base-chinese developed by 

Hugging Face. For the fine-tuning BERT model, we add a 

linear layer to model the relationship between feedback text 

and score. To further investigate the effects of fake favorable 

feedback on the accuracy of our model, we use a simple 

classifier to categorize feedback into negative, moderate, and 

positive feedback. 

4 Results and Analyses 

In this section, we evaluate the performance of our method in 

terms of MAE (Mean Absolute Error), RMSE (Root Mean 

Squared Error), 𝑅2  (Coefficient of determination), and 

accuracy. In short, we make the following observations: 

1. In section 4.1, we find that the key feature of fake favorable 

feedback is having much more characters.  

2. In section 4.3 and section 4.4, we confirm that existing fake 

feedback has a side effect on the model. 

3. In section 4.4, we create a new dataset by dropping some fake 

favorable feedback. The model trained with the processed data 

outperforms the model trained with the raw dataset. The 

accuracy improves 21.2%, from 76.5% to 97.7%. Meanwhile, 

the model achieves the best performance much faster. 

4.1 Analyses of Raw Dataset 

We select customer feedback of dairy products to evaluate our 

model for the following reasons: i) Milk products are the food 

of mass consumption and therefore abundant feedback are 

available; ii) Commendatory and derogatory terms are 

obvious in customer feedback of daily products. The vast 

majority of them are blunt or straightforward, with very little 

irony feedback.  

We obtain customer feedback from JD.com, one of the two 

massive B2C online retailers in China by transaction volume and 

revenue. The feedback is labeled as one star to five stars. We 

evenly scrape 29,000 positive, moderate, and negative feedback 

respectively, together with corresponding ratings. A 3-star rating 

is regarded as moderate feedback. More and less than represents 

positive and negative feedback respectively.  

Figure 2 presents the histogram and cumulative distribution 

function (CDF) of negative, moderate, positive, and all customer 

feedback. The number of characters of the largest number of 

negative and moderate feedback is found at 12, however, the 

number is 105 for the positive feedback. More interestingly, 

89.6% of negative feedback has no more than 22 characters. 

91.4% of moderate feedback have no more than 22 characters. 

However, the number is only 60.3% for the positive feedback.  

Obviously, positive feedback has much more characters than 

negative or moderate feedback in general. Most of them are fake 

favorable feedback.  

4.2 Dataset and Experimental Setup 

Raw dataset. The raw dataset is obtained as described in 

Section 4.1. The orderly arrangements of customer feedback 

lead to move in the direction of the gradient regularly. It might 

be difficult to find the optimal weights. To avoid this, we 

shuffle the feedback randomly. After this, we split the dataset 

into train, validation, and test data, the first 90% of data as 

train data, the following 5% as test data, and the remaining 5% 

as validation data. The test set is referred to as "Test1". 

Test set 2. As explained in Section 4.1, the positive feedback 

in the raw dataset contains plenty of fake favorable feedback. To 

investigate the performance of our model RFF on real feedback, 

we scrape favorable feedback with short texts to replace that of 

Test1. The new test set is referred to as "Test2". 

Processed dataset. To dispel the side effects of fake feedback, 

we generate an abundance of positive feedback with fewer 

characters to replace with raw positive feedback. Specifically, we 

generate 14084 feedbacks, almost half of the total positive 

feedback. Thus, the processed positive feedback contains both 

long and short texts. This new dataset is referred as to "Processed 

data". Similar to raw datasets, the processed dataset is divided into 

train, validation, and test data. To evaluate the performance of 

RFF on real feedback, we use Test2 as the testing set instead.  

Performance metrics. We evaluate our proposal with the 

widely used metrics, MAE, RMSE, 𝑅2, accuracy, and confusion 

matrix.  

Configurations. We split the dataset into train, validation, and 

test data, the first 90% of data as train data, the following 5% as 

test data, and the remaining 5% as validation data. The learning 

rate is set to 1e-5, and the batch size is set to 64. The dropout rate 

is set to 0.1 for all the models. 
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Figure 2: The histogram and CDF of negative, moderate, positive, and all customer feedback.  

 

(a) Raw data 
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Figure 3: The comparisons of confusion matrix among raw data, Raw+Test2, and processed data. (The padding size is fixed at 20.) 
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Figure 4: The experimental comparisons among raw data, raw data testing on real feedback, and processed data in terms of MAE, 

RMSE, 𝑹𝟐, and accuracy. 

4.3 Impact of the Padding Size 

We evaluate the effects of padding size on the performance of 

our model in terms of MAE, RMSE, 𝑅2  and accuracy. The 

blue line in Figure 3 illustrates MAE, RMSE, 𝑅2 and accuracy 

over a series of padding sizes. In the beginning, with the 

increase of the padding size from 5 to 40, MAE and RMSE 

decrease steadily; 𝑅2  and the model accuracy increases 

steadily. As the padding size continues to increase, these 

values remain stable. There are some anomalous points, such 

as the padding size 45. The potential reason is that the 

distribution of the number of characters of positive feedback 

is quite different from that of negative or moderate feedback.  

4.4 The Effects of Fake Favorable Feedback 

We use the model trained with raw data to evaluate scores of 

positive feedback with short texts. Most of their score is 3-

stars and even lower, i.e., falling into the category of moderate 

feedback and even negative feedback. To confirm this, we use 

a new test set whose positive feedback is real ones, i.e., short 

texts, to test on the above trained model. The experimental 

results are plotted in Figure 3, labeled as "Raw+Test2" in 

black. It shows that the pattern is similar to that of testing on 

the raw test set. Not surprisingly, MAE and RMSE are much 

higher while 𝑅2  and accuracy are much lower than that of 

testing on the raw test set. The highest accuracy is only 82.6%, 

which is found at the padding size 10. Figure 4 reveals this 



 

point in a more visually. It shows the confusion matrix of raw 

data, raw data testing on real feedback at the padding size 20. 

As we can see from Figure 4-(b), 527 positive feedback (on 

the lower left) improperly falls into negative feedback.  

As we stated in Section 4.1, positive feedback is flooded with 

fake favorable feedback that has more characters. It causes that 

the trained model is in favor of the positive feedback with long 

texts.  

4.5 Dispel the Effects of Fake Favorable Feedback 

To dispel the side effects of fake feedback, we process the raw 

dataset by generating an abundance of positive feedback with 

fewer characters and then replacing some of the raw positive 

feedback.  

Figure 4 presents the comparison of the performance of RFF 

on raw data, raw dataset testing on real favorable feedback, and 

processed data in terms of MAE, RMSE, 𝑅2 and accuracy. 

Clearly, the model with the processed data achieves much better 

performance. Take the padding size 20 as an example, compared 

with Raw+Test2, the model trained with processed data (labeled 

as "Processed data" in red) achieves a decrease of 85.18% and 

75.26% in MAE and RMSE respectively, an increase of 40.84% 

in 𝑅2. The accuracy improves 21.2%, from 76.5% to 97.7%. 

When it comes to the confusion matrix as depicted in Figure 3-(c), 

there is very little positive feedback mistakenly. More 

interestingly, the model with processed data achieves the best 

performance with a much smaller padding size than that of 

Raw+Test2, which means it runs much faster and saves 

computing resources. 

5 Conclusion 

In this paper, we leverage BERT for sentiment analysis on 

customer feedback in Chinese. We find that large quantities of 

fake favorable feedback exist in customer feedback by 

evaluating the effects of the padding size on our method. 

Consequently, we propose a method to drop fake favorable 

feedback for better sentiment analysis. Extensive experiments 

show the validity of our proposal. 
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